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Abstract

Patients with semantic impairments sometimes demonstrate category-specific deficits suggesting that the anatomical substrates
of semantic memory may reflect categorical organisation, however, neuroimaging studies have failed to provide consistent data in
support of a category-based account. We conducted three functional neuroimaging experiments to investigate the neural correlates
of semantic processing, two with positron emission tomography (PET) and a third with functional magnetic resonance imaging
(fMRI). The first experiment used a lexical decision task to search for brain regions selectively activated by concepts from four
different categories—animals, fruit, tools, and vehicles. The second experiment used a semantic categorisation task to increase the
demands on the semantic system and to look for evidence of consistent activations for the domains of natural kinds or man-made
items. The final experiment was a replication of the semantic categorisation task using fMRI to increase the spatial resolution and
statistical sensitivity of the experiment. The results of these experiments reliably identified a distributed neural system common to
both natural kinds and artifacts but failed to find robust evidence of functional segregation by domain or categories. Category
effects were neither reliable nor consistently present across experiments although some were consistent with previous studies. We
discuss the implications of these findings, arguing that they are most consistent with a semantic system undifferentiated by
category at the neural level. © 2001 Elsevier Science Ltd. All rights reserved.
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1. Introduction

Patients with semantic memory deficits subsequent to
brain injury or disease sometimes demonstrate cate-
gory-specific deficits. That is, there appears to be a
distinction between the semantic domains of natural
kinds and man-made objects, where some patients are
preferentially impaired on categories of natural kinds
such as animals and fruit relative to man-made items
such as tools and vehicles, while the reverse pattern can
also occur (see [21,64,70] for reviews). Although such a
dissociation would appear to implicate distinct neural
substrates for different categories of knowledge, the

nature of these neural substrates remains unclear.
One interpretation of these deficits, suggested by

Warrington and colleagues [77–79], proposed that nat-
ural objects such as animals, fruits, vegetables, etc. are
distinguished primarily on the basis of their visual
semantic properties while man-made items such as tools
and vehicles are distinguished primarily by their func-
tions. Thus damage to perceptual (especially visual)
information will result in a preferential impairment of
natural kinds, while damage to functional information
will lead to a deficit for man-made items, or artifacts.
The existence of patients with natural kind deficits but
without a corresponding deficit for perceptual informa-
tion [11,20,43,49] challenges this account and has fu-
elled the development of alternative explanations for
category-specific deficits. These include damage to cate-
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gory-specific neural processing regions [10,36] and
widespread damage interacting with the structure of
concepts within a distributed and non-fractionated se-
mantic system [17,19,33,71]. These three accounts have
very different implications concerning the underlying
neural substrates for conceptual knowledge in different
categories and domains.

Implicit in Warrington and colleagues’ account is the
assumption that perceptual and functional semantic
information can be damaged independently in brain
injury and thus it is reasonable to assume that there
must be separable neural correlates of perceptual and
functional semantic knowledge. Caramazza and Shel-
ton’s hypothesis goes even further, postulating individ-
ual brain regions specific to evolutionarily salient
categories of objects such as animals, fruit, and tools
[11,65]. In contrast, Tyler, Moss and colleagues sug-
gested that segregation of the semantic system at the
anatomical level is unnecessary since category-specific
deficits can arise without such specialisation [19,71].1 In
this account, conceptual representations are described
at a cognitive level in terms of an interactive system of
semantic features (see also [10,45]). Features which tend
to co-occur across concepts (e.g. �has fur�, �has legs�,
�has a tail�) support each other and thus are more
resistant to damage than features without this support.
Because these correlated features are not distributed
equally across domains or categories of knowledge,
some categories are more susceptible to semantic dam-
age than others, leading to category-specific semantic
impairments. The important point to note about this
hypothesis is that it assumes that semantic representa-
tions are not anatomically differentiated by semantic
content. The idea is that concepts are represented and
processed in a distributed neural system which involves
a number of brain areas including frontal, temporal,
parietal and occipital regions. The components of this
highly interactive system will be more or less involved
depending on a number of factors, such as the nature of
the input (spoken, written, pictures), the nature of the
task (naming, reading, matching) and the additional
non-linguistic cognitive demands required. Thus, for
example, occipital cortex will be more involved when
the stimuli consist of pictures than when they are
spoken words, and inferior pre-frontal cortex will be
more involved as processing demands increase [6] com-
pared to when subjects are required to merely covertly
recognise a stimulus. Nevertheless, no specific region or
set of regions is dedicated to processing concepts in any

specific conceptual domain (natural vs. man-made) or
category (animals vs. fruits).

These competing accounts can be evaluated accord-
ing to a range of criteria, but the most direct evidence
for the neural substrates of conceptual knowledge
comes from the functional neuroimaging literature.

1.1. E�idence from functional neuroimaging

Recently a number of studies have used positron
emission tomography (PET) to look for an anatomical
basis for differences between natural kinds and artifacts
in normals (see [59] for a review). In nine PET studies
a total of 22 individual areas have been identified:
twelve were associated with natural kinds while eleven
were associated with artifacts (see Table 1). One area,
the left lingual gyrus, was associated with both natural
kinds and artifacts, albeit in different studies (natural
kinds in [44,56] and artifacts in [47,57]). Moreover,
there is very little consistency across studies—sixteen
regions were seen in only a single study. Consequently,
although each study found regionally-specific neural
correlates for either natural kinds or artifacts, this
variability across studies makes it difficult to draw
meaningful conclusions regarding anatomical speciali-
sation. Interestingly, the most consistent finding in this
literature is that a region of the left posterior middle
temporal gyrus responds preferentially to tools [44] and
this has been observed in seven (out of nine) other PET
studies [16,44,47,50,51,56,72].2 In addition four other
areas have been present in two or more studies. These
include parts of the anterio-medial temporal poles bilat-
erally and the right inferior parietal lobe for natural
kinds as well as the left inferior frontal cortex for
man-made items. Thus, the most robust evidence of
category-specific neural activity appears to be specific
to an individual category (tools) but there is some
evidence implicating a small set of additional areas as
well.

Category-specificity has also been investigated using
functional magnetic resonance imaging (fMRI) with
similarly diverse findings. In addition, these studies had
a number of methodological limitations which make
their interpretation particularly difficult. For instance,
one study limited the data acquisition to four transverse
planes parallel to AC-PC line and reported statistical
results for individual subjects rather than for the group
[67]. They found areas of activation specific to either
animals or furniture bilaterally in the middle frontal
gyrus and the superior temporal gyrus although not
consistently across subjects for either category. Simi-
larly, Chao et al. [12] reported only individual subject

1 Note that a similar hypothesis by Gonnerman and colleagues
[17,18] accepted the idea of semantic specialisation for perceptual and
functional information and demonstrated that category specific se-
mantic deficits could arise from either selective damage to perceptual
or functional features or from widespread damage interacting with
the relations between features.

2 [35] re-analysed data from the [16] study focusing specifically on
the frontal lobes. Thus although the paper does not report activity for
tools in this area, it was present in the original analysis.
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Table 1
A summary of the findings from nine PET studies of category specificitya

[35] [57] [47][56] Totals[44] [16] [50] [51] [9]

Natural kinds
Left fusiform 1×

2L. lingual gyrus × ×
L. mid inf. temporal gyrus 1×

2×L. ant temporal pole ×
×R. ant temporal pole 2×

2R. inf. Parietal lobe × ×
L. mid frontal gyrus 1×

1R. mid frontal gyrus ×
R. fusiform 1×

1×L. thalamus
×R. sup parietal lobe 1

1R. post temporal cortex ×

Artifacts
3L. inf. Frontal cortex × × ×

× ×L. post mid temporal gyrus 7× × × × ×
1L. parahippocampal gyrus ×

L. supramarginal gyrus 1×
1R. sup temporal gyrus ×

R. thalamus 1×
1L. precentral gyrus ×
2×L. lingual gyrus ×
1×R. lingual gyrus

×L. precuneus 1
×R. cuneus 1

a Studies which showed a relative increase for either natural kinds relative to artifacts (at any level of significance) or the opposite contrast are
marked with a cross (×).

analyses which primarily demonstrated inter-subject
variability even for the findings they claimed were most
consistent. Thompson-Schill et al. [69] did acquire
whole brain images and report group statistics but only
for a 3 cm3 region-of-interest in the left fusiform area
which they claimed was sensitive to perceptual informa-
tion particularly when the stimulus was a natural kind.
Thus no fMRI study of category-specificity has yet
included a whole brain analysis for a group of subjects.
Furthermore, the findings from the three existing stud-
ies are as inconsistent as those from PET.

What is the cause of this variability? Two methodo-
logical factors which may contribute to this inconsis-
tency include stimuli and analysis differences:
1. Stimuli: Differences in the stimuli used to elicit

semantic processing (written words, spoken words,
or pictured objects) may contribute to the variable
findings. In the neuropsychological literature, several
studies have convincingly demonstrated that appar-
ent category specific semantic deficits can arise from
improperly controlled stimuli.3 In particular, because
natural kinds tend to be less familiar than artifacts,

an uncontrolled set of stimuli can lead to a spurious
natural kinds deficit cf. [27,55,68]. Similarly, differ-
ences between natural kinds and artifacts in terms of
their visual complexity [28] and the structural simi-
larity among members of the category [39] can also
exaggerate deficits for natural kinds. Thus the differ-
ences observed in neuroimaging studies which have
not controlled their stimuli may be due to confound-
ing effects of one or more of these variables.

2. Analysis: Another factor likely to contribute to the
growing body of unreplicated results is the fact that
many studies do not correct their statistical maps for
the number of independent comparisons made. In a
typical whole brain PET study, there are on the order
of 200000 voxels each analysed independently, re-
sulting in approximately 500 independent observa-
tions (or resels, see [81]). Consequently, an
uncorrected alpha level of 0.05 (Z�1.96, one-tailed)
corresponds to a family-wise false positive value
approaching unity (P�0.999). Even when studies
use an uncorrected P�0.001 (Z�3.09) there is still
a false positive rate greater than 0.9. As a result,
many of the reported differences between categories
may be Type I errors (i.e. false positives) due to the
liberal statistical thresholds adopted and this could
certainly contribute to the variable findings across
studies.

3 Not all cateory-specific deficits, however, can be explained in
terms of stimuli confounds. A number of studies have used carefully
controlled stimuli and shown reliable category-specific semantic im-
pairments (e.g. [7,11,49]).
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1.2. Current studies

The purpose of the studies reported here was to
investigate the neural correlates of different categories
and domains of knowledge using both PET and fMRI.
Our aim was to evaluate two main claims about the
neural structure of conceptual knowledge. Is there neu-
ral specialisation according to category, domain or
feature-type as [77] and [11] predict, or is conceptual
knowledge represented within a distributed and non-
differentiated neural system as has been previously
argued by Tyler, Moss and colleagues [71]?

To this end we ran three studies, each using visually
presented words. An important aspect of these studies
is that words within categories were carefully matched
on a large number of variables (e.g. familiarity, con-
creteness, frequency, number of letters, etc) to avoid
confounds. The first experiment used lexical decision in
PET to determine whether there were brain regions
selectively activated by either specific categories (i.e.
animals, fruit, tools, or vehicles) or by domains (ie,
natural kinds or man-made items). The second experi-
ment also used PET and focused on domain-specific
(natural/man-made) activations using a semantic cate-
gorisation task to increase the processing demands on
the semantic system. Finally, we used the semantic
categorisation task with fMRI to increase the spatial
resolution and the statistical sensitivity of the experi-
ment. The two competing accounts outlined above gen-
erate different predictions for the outcome of these
studies. The neural specialisation account [11,79] pre-
dicts differential activation in different brain regions as
a function of category/domain/type of feature. In con-
trast, the conceptual structure account [48,71] predicts
overlapping activation in the same temporal lobe re-
gions for all categories and domains of knowledge.

2. Experiment 1: Lexical decision in PET

The purpose of this experiment was to investigate the
neural basis of semantic processing at three levels: 1)
areas of activation common to all categories of concep-
tual knowledge, 2) differences between domains of
knowledge (i.e. natural kinds and man-made items),
and 3) activations specific to individual categories.

2.1. Method

2.1.1. Participants
Twelve right-handed healthy male volunteers aged

21–51 (mean 30), all of whom spoke British English as
their first language, participated in this experiment.
Each gave informed consent after the experimental
methodology was explained. Volunteers were medically
screened for PET prior to entering the scanning room.

2.1.2. Stimuli and design
Each subject participated in ten 90 s scans from five

different conditions. In four of the conditions, the
participants performed a visual lexical decision task
(the test conditions) while in the fifth, they performed a
letter detection task (the baseline). Lexical decision
involves deciding whether each stimulus is a real word
of English or a non-word.

In the test conditions all of the real words came from
a single category, either animals, fruit, tools, or vehi-
cles. To maximize the signal from word events relative
to non-words, the first 45 s of the task (corresponding
to maximal tarcer uptake, [66]) had ten words and only
five non-words, presented in a pseudo-random order. In
the second half of the scan, the same words appeared
again in a different pseudo-random order with five
non-words cf. [47]. The words were matched across
scans, categories, and domains on the following vari-
ables, all of which are known to be important factors
affecting semantic and/or lexical processing e.g. [26,53]:
1. Familiarity: This is a measure in which participants

rate how often they have thought about or experi-
enced the object referred to by the word. Ratings
were taken either from the MRC psycholinguistic
database [14] or were collected at the Centre for
Speech and Language (C.S.L.), Cambridge.

2. Concreteness: This is a measure of the degree to
which the referent of a word can be experienced
through the senses (e.g. cat is a highly concrete
word, while honor is highly abstract). Ratings were
taken from the MRC database supplemented by our
own norms collected at the C.S.L.

3. Neighborhood size: A measure of how many similar
words exist in the language. The value refers to the
number of words that differ from the source word
by only one letter in any position. Values were from
the Macquarie neighborhood database program.

4. Number of letters.
5. Number of syllables.
6. Written word frequency: The number of times per

million that the word occurs in a large sample of
written text. Written word frequencies came from
the Celex database [3] and reflect British English
usage.

Mean (and standard error) values for each category
on these six variables are given in Table 2. All means
were closely matched (F�1) with the exception of
written word frequency (F(3, 76)=2.81, P�0.05).
However, post-hoc comparisons between categories did
not reveal any significant differences.

Because many studies have demonstrated that
pseudo-words (e.g. HICTION, BLATE) can produce
greater activation than real words [37,62,63], the non-
words used in this experiment all contained ortho-
graphically illegal letter strings in English (e.g., RFSTEN)
to minimize their contribution to the detected signal.
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Table 2
Experiment 1: Means (�S.E.M.) for familiarity, concreteness, frequency, neighbourhood size, number of letters and the number of syllables in
each of the four categories of knowledgea

Fruit Tools VehiclesAnimals Overall

515Familiarity 513 517 529 518
(12.1) (10.6)(9.1) (15.0) (5.9)

609Concreteness 611 601 607 607
(6.6) (6.9) (8.0)(4.0) (3.2)
10 1128 45Frequency 23
(3.2) (2.6) (17.3)(8.1) (5.1)
5 56 5Neighbourhood 5

(1.5) (1.4) (1.1) (1.2) (0.6)
6 65 5Number of letters 5

(0.4) (0.4) (0.3) (0.4) (0.2)
Number of syllables 2 2 2 2 2

(0.2) (0.1)(0.2) (0.2) (0.1)

a Familiarity and concreteness ratings range from 100 (unfamiliar, abstract) to 700 (very familiar, concrete).

The baseline condition was a letter detection task
where the subjects viewed consonant letter strings and
were told to press the right button if the string contained
the letter ‘‘x ’’ and the left button if it did not. The
purpose of the baseline was two-fold. First, we wanted
a non-lexical task, which incorporated as many of the
cognitive components of the lexical decision task as
possible. Because this baseline included orthographic
visual stimulation, an identical motor response, and
presumably similar demands on sustained attention and
working memory, it allowed us to minimise the difference
in test and baseline signal due to these non-lexical
properties of the task. The second reason for including
a baseline was to allow us to identify common areas of
activation across the four semantic categories. Without
a baseline, the design would only allow one to look for
differences between the conditions. In other words, one
of the explicit goals of this experiment was to identify
regions which were activated by all categories of concep-
tual knowledge.

2.1.3. Procedure
Stimuli were presented using the experimental software

DMDX [22] running on a PC under Windows 98. Items
were presented for 500 ms in 26 point Ariel font and
subjects had 2500 ms between trials to respond. Stimuli
were presented on a video monitor approximately 1
metre from the subject’s head. All stimuli were displayed
in black on a white background in a dimly lit room.
Participants were asked to press the right button to
indicate a word in the lexical decision task or the presence
of an ‘‘x ’’ in the baseline task. They pressed the left
button to indicate a non-word or the absence of an ‘‘x,’’
respectively. Participants were encouraged to proceed as
quickly and accurately as possible. Accuracy and reac-

tion times (to the nearest millisecond) were recorded.
Scans were performed at the Wolfson Brain Imaging

Centre in Cambridge, England on a GE Advance PET
Scanner (General Electric Medical Systems, Milwaukee,
Wisconsin). It comprises 18 rings of crystals, which
results in 35 image planes, each 4.25 mm thick. The axial
field-of-view is 15.3 cm thus allowing for whole brain
acquisition. Each subject received a bolus of 300 MBq
of H2O15 before each scan for a total radiation exposure
of 4.2 mSv. The emission data was acquired with the
septa retracted (3D mode) and reconstructed using the
PROMIS algorithm [42] with an unapodised Colsher
filter. Corrections were applied for randoms, scatter,
attenuation and dead time. The voxel sizes were 2.34×
2.34×4.25 mm.

Functional images were realigned [23] as implemented
in Statistical Parametric Mapping (SPM99, Wellcome
Institute of Cognitive Neurology, www.fil.ion.ucl.ac.uk).
Translation and rotation corrections did not exceed 6
mm and 2.5°, respectively for any of the participants. The
mean image created by the realignment procedure was
used to determine the parameters for transforming the
images onto the Montreal Neurological Institute (MNI)
mean brain. These parameters were then applied to the
functional images [1,2] and the image was resampled into
isotropic 2 mm3 voxels. Finally, each image was
smoothed with a 16 mm at full-width half-maximum
(FWHM) Gaussian filter. The SPM software was used
to compute a within-subjects analysis (ie a fixed-effects
model) using the general linear model [24]. Results are
reported at a P�0.05 level after correcting for multiple
comparisions [82] although the statistical threshold was
then lowered to P�0.001 (uncorrected) for comparision
to the existing literature.
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Table 3
Experiment 1: Mean (�S.E.M.) response times (in msec) and error rates for the four lexical decision conditions and the letter detection condition

Tools VehiclesAnimals Letter DetectionFruit

552 538 612553RTs 552
(17) (20) (17) (24)(22)

5%0%2%1%Error rates 1%
(0.3%) (0.9%)(0.4%) (0.4%) (0.8%)

2.2. Results and discussion

2.2.1. Beha�ioural data.
Table 3 shows the mean reaction times (and the

standard error) and error rates for each of the five
conditions. The consistently low error rates indicate
that the subjects were correctly performing both tasks,
but are too low to analyse. Response time data were
inverse transformed to reduce the influence of outlying
data points before conducting inferential statistics [73].
There was a reliable effect of task on reaction time
demonstrating that participants responded more
quickly in the lexical decision task than the letter
detection task (F2(84)=49.3, P�0.0001). A one-way
ANOVA with category as the independent variable
(Animals, Fruit, Tools, Vehicles) found no effect of
condition (F2(3, 236)�1 indicating that the four test
conditions were of comparable difficulty, and therefore
that overall difficulty can not be a confounding factor
in interpreting the patterns of activation for each cate-
gory.

2.2.2. Imaging data

2.2.2.1. Common semantic acti�ation. To examine those
activations which were common to the four categories of
knowledge, we computed a main effect of semantics
relative to baseline (i.e. [A]nimals+ [F]ruit+ [T]ools+
[V]ehicles− [B]aseline) and inclusively masked it with
each of the individual contrasts (A-B, F-B, T-B, V-B) at
an uncorrected P�0.05 threshold. In this fashion we
guaranteed that the effects were present in all four of the
semantic conditions and were not the result of large
activations present in only a subset of conditions.

The results are presented in Table 4 and Fig. 1a.
Activations which were reliable at either the voxel or
cluster level after correcting for multiple comparisons are
reported in the top portion of the Table (and shown in
red in the figure). All other activations (shown in yellow
in the figure) only reached a voxel level significance of
P�0.001, uncorrected. For each activation, the Table
presents the co-ordinates of the peak, the t-statistic at
that co-ordinate, the size of the cluster in 2 mm3 voxels,
and the number (n) of individual subjects (out of 12)
showing the effect at an uncorrected P�0.1 level.

There were two areas of reliable activation at a

corrected significance level. In the left hemisphere one
very large area included both medial and lateral aspects
of the temporal lobe and extended into the inferior
frontal lobe. This activation extended from the inferior
aspect of the medial temporal lobe (including the uncus,
amygdala, and hippocampus) to the medial anterior
temporal pole; spreading into the lateral surface of the
anterior and posterior middle temporal gyrus, the
inferior frontal gyrus and frontal operculum. In the right
hemisphere, there was also activation in the
anterio-medial temporal pole which extended from the
inferior surface to the superior aspect.

There were nine other activations at an uncorrected
P�0.001 level. These included left hemisphere peaks on
the superior frontal, orbito-frontal and inferior frontal
gyri. In the right hemisphere there were peaks in the
insula, the anterio-medial temporal pole, anterior and
posterior regions of the superior temporal gyrus, and the
lingual gyrus.

2.2.2.2 Domain-specific acti�ations. Increases for natural
kinds relative to man-made items were evaluated by
contrasting the two natural kinds categories, animals and
fruit, with the two man-made object categories, tools and
vehicles (i.e. (A+F)–(T+V)). This contrast was
masked with six simple contrasts to ensure that each of
the natural kind categories was more active than both of
the man-made object categories (i.e. A-T, A-V, F-T,
F-V) as well as the baseline (i.e. A-B and F-B). Similarly,
the effects of man-made items relative to natural kinds
were evaluated using a contrast of (T+V)–(A+F)
masked (at P�0.05 inclusive)4 with T-A, T-F, V-A, V-F,
T-B and V-B.

There were no reliable effects of domain after
correcting for multiple statistical comparisons but there
were domain-specific activations at an uncorrected
P�0.001 level (see Table 5). Natural kinds preferentially
activated the right inferior precentral gyrus. Man-made
items, on the other hand, activated regions in the left
middle temporal gyrus, the right inferior frontal gyrus

4 All masking in this paper was inclusive and used a threshold of
P�0.05, uncorrected. In other words, an effect had to be present in
each masking contrast at least with an uncorrected probablilty of
0.05.
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Fig. 1. The areas activated in the Semantic—Baseline contrasts in the (a) PET lexical decision experiment, (b) PET semantic categorisation
experiment, (c) conjunction analysis of the two PET experiments and (d) in the categorisation experiment in fMRI. Activations are displayed
superimposed on a structural image. Red areas were reliability (P�0.05) active after statistical correction while yellow areas were activate at an
uncorrected P�0.001 threshold. Note that in the fMRI data there is less activation in the temporal lobes than in the PET data due to BOLD
signal loss in areas adjacent to air-filled sinuses. The image is in neurological convention (L=L).
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Table 4
Experiment 1: The results of the analysis of common semantic areasa

xDescription y z SPM{t} Extent n/N

Acti�ations reaching corrected significance le�els

Temporal Lobes
2 −26 5.82−28 2516L. anterio-medial temporal lobe 9/12

16 −20 4.94−34 8/12
−20 −6 4.77−62 6/12

R. anterio-medial temporal pole 1242 −26 4.34 404 7/12
6 −50 3.7632 5/12

−8 −40 3.4444 3/12

Acti�ations significant at an uncorrected P�0.001 le�el

Temporal Lobes
R. anterio-medial temporal pole 022 −28 4.40 165 6/12

−10 10 3.6152 36R. superior temporal gyrus 4/12
62R. superior temporal gyrus 2 −12 3.64 22 6/12

−44 0R. lingual gyrus 3.4930 10 3/12

Frontal Lobes
58L. medial superior frontal gyrus 38−6 3.80 151 4/12
66L. superior frontal gyrus 18−12 3.45 43 5/12
56 −16 3.75−4 155L. orbito-frontal gyrus 5/12

L. inferior frontal gyrus −40 14 10 3.25 5 6/12
−4 −2 4.15 11636 6/12R. insula

a The upper half of the table shows the two activations which were reliable after correcting for multiple comparisons (T�4.74, extent �320)
while the lower half shows activations reliable at an uncorrected P�0.001 level. For each area the co-ordinates of the peak voxel are reported
along with the SPM{t} value at that voxel, the size of the activation in 2 mm3 voxels, and the number (n) of individual subjects (out of N) showing
the effect at an uncorrected P�0.1 level.

(the homologue of Broca’s area in the right hemi-
sphere), and the right cuneus.

2.2.2.3. Category-specific acti�ations. Finally, the effects
of individual categories were evaluated in an analogous
fashion. To identify areas where a category was more
active than all other categories, the category was
contrasted with the other three categories and masked
with each effect. For example, to determine whether there
were any activations specific to the animal category, we
contrasted animals to the other three categories
[A− (F+T+V)] and then used masking to verify that
the category was more active than each of the other
categories (A-F, A-T, A-V) as well as the baseline (A-B).
Each of the four categories was analysed in this fashion
and the results are presented in Table 6.

There were no reliable effects of either domain or
category after correcting for multiple statistical
comparisons. The only differences identified were
observed with an uncorrected �-level of 0.001 (after
correction, P�0.995). In spite of this very high false
positive rate, it is worth noting that one of these
activations has also been demonstrated in two previous
studies. When comparing natural kinds to artifacts,
Mummery et al. [50] observed a left anterio-medial
temporal pole activation in a verbal category fluency task
while Moore and Price [47] identified this same region for

both naming and matching black and white line drawings
of natural kinds relative to artifacts, although this effect
disappeared when the pictorial stimuli were appropriately
coloured. Thus, when we used a lenient statistical
threshold, the activation we observed in the left
anterio-medial temporal pole for animals was consistent
with two other studies. The remaining domain- and
category-specific activations, however, were inconsistent
with the existing literature and consequently may simply
be Type I errors.

2.2.2.4. Power analysis. To establish that the experiment
had sufficient sensitivity to detect differences between
domains or categories, we conducted a two-stage power
analysis. The first step looked for distinct distributions
of t-values corresponding to inactive and active voxels
to estimate the mean effect size [31] while the second used
a non-central F-test to evaluate the sensitivity of the
experiment based on this effect size [74]. First, the
t-statistic for all voxels in a particular contrast was plotted
in a histogram. Then, the curve was fitted with a mixture
of two Gaussian distributions representing the t-values
of individual voxels under the null hypothesis (H0) and
under an active hypothesis (H1), shown in Fig. 2. The
mixing ratio (�) and effect size (�) which best fit the data
were estimated using maximum likelihood estimation.
For the main effect of lexical decision relative to
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Table 5
Experiment 1: The results of the domain specific analyses (ie, natural kinds vs. artifacts and vice-versa)a

y z SPM{t} Extent N/NDescription x

Acti�ations significant at an uncorrected P�0.001 le�el

Natural kinds relative to man-made items
R. inferior pre-central gyrus −1856 18 3.80 21 6/12

Man-made items relative to natural kinds
26 16 3.4156 3R. inferior frontal gyrus 4/12

−64L. middle temporal gyrus −34 −12 3.58 16 4/12
R. cuneus −7414 14 3.25 2 2/12

a All activations were present at the uncorrected P�0.001 level and none reached corrected significance (P�0.05). Activations are reported as
in the previous table.

letter detection, we found �=0.09 and �=2.44. That
is, the mean effect size elicited an approximately 2.5%
mean change in regional cerebral blood flow (rCBF)
and 9% of the voxels in the brain were activated in this
condition. Interestingly, when this technique was ap-
plied to the domain-specific and category-specific con-
trasts, the minimisation algorithm failed to find a
mixture which fit the histogram. In other words, all of
the values in the histogram fit a single Gaussian distri-
bution under the null hypothesis. This result is consis-
tent with the claim that the activations observed in the
domain and category specific contrasts at an uncor-
rected level may represent false positives.

To determine whether our paradigm was suitably
sensitive we assessed its power to detect rCBF changes
in the second step. Based on the estimated mean effect
size of 2.5% in the words versus baseline contrast, we
used a non-central F test [74] to calculate that our
experiment had a 61% power for detecting true posi-
tives of this size or greater at an uncorrected statistical
threshold of P�0.001. In other words, if individual
domains or categories of words produced rCBF
changes of �2.5%, those effects would be detected
61% of the time. If, on the other hand, these effects
were smaller, then the experiment had less power.

2.2.3. Summary of results of Experiment 1
This experiment identified several areas of reliable

activation common to all four categories of knowledge.
These included a large left hemisphere activation ex-
tending from the medial and lateral surfaces of the
temporal lobe into the inferior frontal lobe as well as a
more focal activation in the right anterio-medial tempo-
ral pole. In addition, there were a few areas that were
differentially activated as a function of domain or of
category, but only at an uncorrected level of signifi-
cance. Although the animal-specific activation in the
left anterio-medial temporal lobe has been seen previ-
ously [50,47], none of the other areas were consistent
with the existing literature. Furthermore, the power

analysis suggested that the activity in these contrasts is
consistent with the null hypothesis. In addition, it re-
vealed a 61% likelihood of detecting effects of 2.5% or
more. Taken together, these findings suggest that either
there are no differences in activation across domains or
categories or that such differences are small and cannot
de detected by the current experiment or others like it.

3. Experiment 2: Semantic categorisation using PET

Experiment 1 revealed no reliable differences in neu-
ral activation for the domains of natural kinds and
man-made items at a corrected statistical threshold.
There were, however, some differences at an uncor-
rected level. Although previous studies [52,61,63] have
demonstrated that our task—lexical decision—acti-
vates both semantic and phonological areas, it could be
argued that category specific effects only arise when the
demands on the semantic system are increased. There-
fore, we carried out a second PET experiment, using a
semantic categorisation task designed to place greater
demands on the semantic system than lexical decision,
thus maximising the probability of detecting any small
but robust effects. In addition, this second experiment
enabled us to determine whether the activations ob-
served in the first study were robust and replicable.
Finally, in this study we increased the statistical power
of the experiment by increasing the repetitions of each
condition.

3.1. Methods

3.1.1. Participants
Eight right-handed, healthy male volunteers aged

21–47 (mean 28), all of whom spoke British English as
their first language participated in this experiment.
Each gave informed consent after the experimental
methodology was explained. Volunteers were medically
screened for PET prior to entering the scanning room.
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Table 6
Experiment 1: The results of the category-specific analyses (i.e. animals, tools, fruits and vehicles)a

XDescription y z SPM{t} Extent N/N

Acti�ations significant at an uncorrected le�el

Animals relative to fruit, tools, and vehicles
−68 18 3.74−60 43L. middle temporal gyrus 5/12

8 −16 3.23L. anterio-medial temporal lobe 6−32 4/12
−40 −2 3.4742 15R. medial temporal lobe 4/12
−18 −40 3.53 79Brainstem 5/12−2

Fruit relative to animals, tools, and vehicles
44L. middle frontal gyrus 18−42 4.09 49 6/12

−20L. post-central gyrus 24−60 3.24 9 3/12
−102 −14 3.3524 2R. primary visual cortex 3/12

16R. primary visual cortex −98 12 3.33 4 5/12

Tools relative to animals, fruit, and vehicles
−80 34 4.22 22 6/12L. cuneus −12

22 14 3.7460 66R. inferior frontal gyrus 7/12

Vehicles relative to animals, fruit, and tools
−16 −16L. middle temporal gyrus 3.66−64 72 3/12
−28 −22 3.26−62
−16 −14 3.7764 42R. middle temporal gyrus 5/12

R. fusiform gyrus 50 −24 −24 3.40 19 2/12
52 0 3.54−40 31L. middle frontal sulcus 5/12

16R. medial superior frontal gyrus 32 50 3.26 2 4/12
−48 −44 3.29 8 2/12R. cerebellum 32

a All activations were present at the uncorrected P�0.001 level and none reached corrected significance (P�0.05). Activations are reported as
in the previous table.

3.1.2. Stimuli and design
This experiment used a semantic categorisation task

in which subjects read three cue words presented one
after another on a computer screen and then made a
speeded decision about whether a fourth (target) word
belonged to the same category as the cue words. For
instance, subjects made a ‘‘same’’ response to the se-
quence, ‘‘dolphin, seal, walrus—OTTER’’ and a ‘‘dif-
ferent’’ response to ‘‘dolphin, seal,
walrus—BANANA’’ (see Table 7 for further
examples).

There were two semantic conditions, natural kinds
and man-made items, as there were too few items to
include separate conditions for individual categories
after matching along relevant dimensions. In each con-
dition, there were equal numbers of ‘‘same’’ and ‘‘dif-
ferent’’ trials. Importantly, in the ‘‘different’’ trials, the
target word came from the same domain (but a differ-
ent category) as the cue words. Thus in each condition
all of the words were from a single domain.

The baseline in this experiment was a letter categori-
sation task which shared the same stimulus and re-
sponse characteristics as the semantic categorisation
task but had no lexical or semantic component. In-
stead, subjects were presented with three strings of
letters, matched in length to the word stimuli, and were
asked whether a fourth string, in capital letters, con-
tained the same letter. For example, ‘‘fffff, fff, fffffffff,

FFFFFF’’ constituted a ‘‘same’’ trial and ‘‘ttttt, ttttttt,
tttt, HHHH’’ was a ‘‘different’’ trial.

The stimuli in the semantic task were matched on the
dimensions of word frequency, familiarity, and letter
length, as in Experiment 1, using the Celex [3] and
MRC Psycholinguistic databases [14] and C.S.L norms.
Natural kind words had a mean (� SD) familiarity of

Fig. 2. A histogram of the SPM{t} values from the Lexical deci-
sion—Baseline contrast. Superimposed on this are two Gaussian
distributions. The one on the left represents t-values from voxels
under the null hypothesis (H0) while the one on the right represents
values under the alternative (H1) hypothesis, namely activated voxels.
The mixing ratio (�) is reflected by the relative amplitudes of the
Gaussians. The effect size (�) is shown as the distance between their
means.
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Table 7
Experiment 2: Sample stimuli used in the two categorization tasks

Cue 3Cue 1 TargetCue 2 Response

Semantic categorization
benchbookcase COUCHcabinet ‘‘same’’

lobster mussel shrimp CLAM ‘‘same’’
squirrel wolf fox LIME ‘‘different’’

fork MARBLES ‘‘different’’spoonknife

Letter categorization
aaaa AAAAAA ‘‘same’’Aaaaaa aaaaa
sssssss SSSssss ‘‘same’’Sssss

llllllLllll lll YYYYY ‘‘different’’
dddddd RRRRddd ‘‘different’’ddddddd

than 5 mm and 3°, respectively. Each image was nor-
malised and smoothed with a 16 mm FWHM kernel.
Finally, the SPM software was used to compute a
within-subjects analysis using the general linear model.

3.2. Results and discussion

3.2.1. Beha�ioural data
The subjects’ mean (�SD) reaction time and error

rate in the semantic categorization task were 779 (�
81.6) ms and 9 (�12.5)%, respectively. In the letter
categorization task the mean RT and error rate were
657 (�59.8) ms and 5 (�7.6)%, respectively. Thus the
participants were reliably faster in the letter task rela-
tive to the semantic task (F2(1, 142)=185.9, P�
0.0001) and their low error scores indicated that they
were performing the task adequately. This suggests that
the subjects found the baseline task easier than the
semantic task, which makes it an appropriate baseline
for identifying the semantic system. An analysis of the
two semantic conditions revealed no reliable differences
between domains (natural kinds=763�72.7 ms, arti-
facts=794�87.3 ms; F2(1, 92)=3.079, P�0.1).

3.2.2. Imaging data

3.2.2.1. Common semantic acti�ations. To examine the
activation common to both domains, we computed a
main effect of semantic categorisation relative to letter
categorisation (i.e. [N]atural [K]inds+ [Art]ifacts− [B]-
aseline) and masked it with the individual contrasts
(NK-B, Art-B).

The semantic categorisation task produced three
areas of activation at a corrected statistical threshold
relative to the baseline: an area located in the right
cerebellum, another on the medial surface of the left
superior frontal gyrus, and finally a massive region of
over 5000 voxels in the left hemisphere extending from
the middle temporal region, through the temporal pole,
and into the inferior and middle frontal areas (see Fig.
1b). To identify individual peaks within this large
volume the height threshold (the uncorrected
voxel-level P-value) was increased from the default of
0.001 to 0.0001. This effectively broke the single large
volume of activation into four separate regions (see
Table 8). These included two frontal activations; one in
the inferior frontal gyrus (the frontal operculum)
extending into Broca’s area and one slightly more
anterior and posterior extending from Broca’s area into
the middle frontal gyrus. In addition, there were two
left temporal activations, one with a peak in the inferior
temporal gyrus and another on the anterio-medial
temporal pole. All activations were significant at either
the cluster and/or voxel levels after corrections for
multiple comparisons [25,81] except the temporal pole
activation which reached a trend at the cluster level
(P�0.1) but was not significant at the voxel level.

502 (�53.0) and a mean frequency of 17 (�25.7) and
artifact words had a mean familiarity of 502 (�87.1)
and a mean frequency of 17 (�15.8). The items in the
letter task were matched on letter length with those in
the semantic task. In both conditions, stimuli ranged
from 3–9 letters in length with a mean (�S.D.) of 5.4
(�1.0) letters. There were 96 semantic trials and 48
letter trials.

3.1.3. Procedure
Presentation and timing of stimuli was controlled by

the DMDX software. Cue words were in lower case
and the target was in upper case to signal a response.
Subjects made a ‘‘same’’ category response by pressing
the left mouse button and a ‘‘different’’ response by
pressing the right mouse button. The mouse was always
held in the subject’s right (dominant) hand and both
reaction times and accuracy were recorded.

Each cue word (or letter string) was displayed for 200
ms with a 400 ms delay between them. The target word
(or letter string) was also presented for 200 ms. There
was a 1750 ms delay following the target word to allow
the response. Thus each trial lasted 3750 ms. In pilot
testing outside the scanner with a different set of partic-
ipants, these timing parameters were determined to
yield quick and accurate responses (see [18]). Within a
scan, subjects saw 45 s of stimuli (12 trials) followed by
a blank screen for the remaining 45 s of the scan during
which they were asked to relax and clear their mind.
Only 45 s of stimuli were presented to coincide with the
critical period of tracer uptake and thus optimise the
sensitivity of the design [66]. All subjects participated in
twelve 90 s scans, four from the natural kinds categori-
sation condition, four from the artifacts categorisation
condition, and four from the letter categorisation base-
line. The conditions were presented systematically such
that no subject saw them in the same order. Scans were
performed at the Wolfson Brain Imaging Centre in
Cambridge, England.

Functional images were pre-processed as in Experi-
ment 1 with translation and rotation corrections of less
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Table 8
Experiment 2: The results of the analysis areas common to both natural kind and artifact conditionsa

n/NExtentSPM{t}zyXDescription

Acti�ations reaching corrected significance le�els

Temporal lobes
−34−12 7/8−40L. inferior temporal gyrus 9066.68
−20 4.95−36 −32
−30 4.42 84L. anterio-medial temporal pole 4/8−28 12

Frontal lobes
7.0136−48 7/8L. inferior frontal gyrus 1824−4

−44 2618 4.91 5/8
4.45 90L. medial superior frontal gyrus −6 34 6/846

Cerebellum
−32 5.63 305R. medial posterior surface 18 6/8−84

a The extents are shown for a height threshold of P�0.0001. All activations are reliable at either a voxel level (T�4.8) and/or a cluster level
(extent �90 voxels) except the peak in the left anterio-medial temporal pole which is only a trend (P�0.1) at the cluster level. Activations are
reported as in previous tables.

3.2.2.2. Domain-specific acti�ations. Activations specific
to natural kinds were calculated as NK—Art masked
with NK—Baseline while activations specific to
artifacts were Art – NK masked by Art—Baseline.5

The results are shown in Table 9. As in the previous
experiment, no activations were reliable at a corrected
threshold although there were differences at an
uncorrected threshold (P�0.001). Relative to artifacts,
natural kinds induced small regions of activation in a
middle region of the left superior temporal sulcus, the
right amygdala, and right cerebellum. The
Artifacts—Natural Kinds contrast yielded activity in a
left posterior middle temporal region that has
previously been associated with tools and man-made
kinds (see Table 1). In addition there were two other
left hemisphere activations in the cuneus and anterior
fusiform gyrus, a region associated with semantics.

Activation in the left cuneus for artifacts has also
previously been reported [57], but the peak was more
medial and ventral (approximately 4 cm distant) than
the co-ordinates we observed. Thus, other than the left
posterior middle temporal gyrus activation, the
domain-specific activations observed in this experiment
were inconsistent with both the existing literature and
the previous experiment. Moreover, these activations
did not approach significance when appropriate
statistical corrections were applied.

To assess the probability of obtaining false positives
we again estimated the mixture of the null and
alternative hypotheses from our data. For the

semantics versus baseline contrast, there was an
estimated mixing ratio (�) of 0.076 and an effect size
(�) of 2.9. In other words, there was a mean increase
in rCBF of approximately 3% in the activated voxels
and these constituted almost 8% of the total brain
volume. These results are similar to those observed in
Experiment 1. The same technique was applied to the
domain contrasts and as before, the algorithm failed to
find a mixture of Gaussians which fit the histogram.
Thus the data from the two domain specific contrasts
were consistent with the null hypothesis indicating that
the activations observed (with an uncorrected statistical
threshold) were likely to be false positives.6 As a final
step, we assessed the power of this experiment to detect
rCBF changes to determine whether our paradigm was
suitably sensitive. Based on the observed mean effect
size of 3% in the words versus baseline contrast and a
P�0.001 uncorrected �-level, we calculated our power
(1−�) as 0.72, or as a 72% power for detecting true
positives of 3% or more.

3.2.2.3. Comparing lexical and semantic decisions. The
main difference between Experiments 1 and 2 was the
additional activation in the frontal and cerebellar
regions in Experiment 2, possibly due to the additional
working memory, attentional, and semantic demands
of the categorisation task relative to lexical decision
(cf. [46,54]). A direct statistical comparison between
Lexical—Baseline and Semantic—Baseline in the two
experiments, however, revealed no significant difference
in activation patterns. The only differences

5 Masking in this case guaranteed that an effect was due to
increases in activation rather than decreases. For instance, areas
identified as more active for natural kinds than artifacts could be due
to either increased activation for natural kinds or decreased activa-
tion for artifacts. To identify increases, the effects had to be present
relative to the baseline as well.

6 Even so, the left posterior middle temporal gyrus activation for
artifacts may be a true activation although it is not detectable in this
analysis due to its small size (i.e. 1 voxel out of 249988). The same is
true for the left anterio-medial temporal activation in the previous
experiment (6 voxels out of 242402).
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Table 9
Experiment 2: The results of the domain specific analysesa

y z SPM{t} ExtentDescription n/Nx

Acti�ations at uncorrected le�el of significance

Natural kinds relative to man-made items
34R. cerebellum −64 −50 3.62 15 3/8

−24 −4 3.28 4 3/8L. superior temporal sulcus −70
−8 −14 3.2726 5R. amygdala 3/8

Man-made items relative to natural kinds
−28 −14 4.09−42 115L. anterior fusiform 4/8

−28L. cuneus −90 38 3.68 9 4/8
−62 −4 3.27 1 3/8−56L. posterior middle temporal gyrus

a The table shows areas of activation for natural kinds relative to artifacts and vice-versa. All activations were present at the uncorrected
P�0.001 level and none reached statistical significance (T�4.8, extent �325). Activations are reported as in the previous table.

were at an uncorrected P�0.001 level with greater
activation in the categorisation experiment in the left
middle frontal gyrus (x= −46, y=18, z=28,
SPM{t}=3.75), left anterior inferior frontal gyrus
(x= −46, y=46, z=0, SPM{t}=3.67) and right me-
dial cerebellum (x=10, y= −84, z= −34, SPM{t}=
4.1). There were no differences in the temporal lobe,
even at uncorrected P�0.001. Therefore, as previously
demonstrated, lexical decision and semantic decision
both activate common semantic areas in the temporal
lobes.

To determine the extent to which common activa-
tions were obtained in the two studies, we used a
conjunction analysis [58]. To look for common seman-
tic—baseline activations, we computed the conjunction
of the two semantic versus baseline contrasts (A+F+
T+V-B1, NK+Art-B2) and masked it by the six indi-
vidual contrasts (A-B1, F-B1, T-B1, V-B1, NK-B2,
Art-B2), where B1 refers to the letter detection baseline
in the first experiment and B2 refers to the letter cate-
gorisation baseline in the second. The analysis indicated
reliable activation after correcting for multiple compari-
sons in the anterio-medial temporal lobes bilaterally
with a more posterior and lateral extent on the left and
in the left inferior frontal cortex (see Fig. 1c). The two
areas which only reached an uncorrected threshold
(P�0.001) were proximal to the larger activations.
Thus these experiments identified anterior portions of
the temporal lobes bilaterally as well as regions of the
left inferior frontal cortex and left posterior temporal
cortex as being important for semantic processing.

A conjunction of the contrasts comparing natural
kinds to artifacts from the two experiments (A+F-T-
V, NK-Art masked with the individual contrasts) re-
vealed no voxels in common even at an uncorrected
P�0.001 level. The same was true for the conjunction
of the contrasts comparing artifacts to natural kinds—
no voxels were present even at an uncorrected level.
Because these contrasts were independent, this meant
that there were no voxels activated at a 0.032 uncor-

rected level in either domain common to both experi-
ments. In other words, even at a very lenient criterion,
there was no evidence of domain-specific activations
common to both experiments.

3.2.3. Summary of results
The first two experiments produced fairly consistent

results; namely, they identified a network of left hemi-
sphere fronto-temporal regions, as well as a single
region in the right anterio-medial temporal pole, com-
monly activated in tasks requiring semantic processing
of written words. There were no domain differences at
a corrected statistical threshold and although both ex-
periments identified a number of candidate areas for
domain-specific processing at an uncorrected level most
were inconsistent with the existing literature. The two
regions which had been reported previously, namely in
the left anterio-medial temporal pole for natural kinds
(Exp. 1) and the left posterior middle temporal gyrus
for man-made items (Exp. 2), were small effects in our
data and were not consistently present across
experiments.

4. Experiment 3: Domains of knowledge in fMRI

In a third study, we essentially replicated the second
PET study in an fMRI experiment, with only minor
adjustments in the paradigm which were necessary by
virtue of data acquisition differences (see the Methods
section below). The main motivation for the fMRI
study was to address a subset of the issues relating to
category specificity while taking advantage of the better
spatial resolution in fMRI compared to PET. In partic-
ular, we can ask whether the left posterior middle
temporal region—which has been shown to be selec-
tively activated in response to tools in earlier studies
[44]—is preferentially activated for man-made con-
cepts. If category-specific neural responses are small,
the spatial resolution in PET may be insufficient to
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differentiate functional differences among anatomically
proximal areas (e.g. [12]) and our PET studies may
simply have lacked sufficient statistical power to detect
them. Thus, by using a technique which gives greater
spatial resolution and statistical power, we can max-
imise the opportunities for detecting small regional
differences in activation if they exist.

Although many studies have shown good replicabil-
ity between PET and fMRI [13,15,41], very few have
tested replicability with language paradigms. Indeed,
there is evidence of important differences between the
modalities which are particularly relevant to language
tasks. These include the effects of serial data acquisition
with transient stimuli [60,76] and the loss of BOLD
signal near air-tissue interfaces at high magnetic field
strengths [18,40]. In an attempt to minimise these prob-
lems we collected data from multiple points in the
peri-stimulus interval per condition and defined a priori
regions-of-interest (ROI) based on the results of the
second PET experiment to enhance statistical signal
detection in regions of macroscopic susceptibility
artifacts.

4.1. Method

4.1.1. Participants
Eight right-handed, healthy volunteers aged 22–64

(mean 34), all of whom spoke British English as their
first language, participated. There were 3 women and 5
men. Each gave informed consent after the experimen-
tal methodology was explained. Volunteers were
screened for magnetic resonance compatibility prior to
entering the scanning room.

4.1.2. Stimuli and design
Because this was a replication of the previous experi-

ment, the same categorisation tasks and stimuli were
used. Each subject was tested in two separate sessions
thus doubling the number of stimuli needed. So instead
of 96 semantic trials and 48 letter trials, participants
saw 192 semantic trials and 96 letter trials. These
additional stimuli were constructed in the same way as
the original set, and matched on the dimensions of
word frequency, familiarity, and letter length. Natural
kind trials had a mean (�SD) familiarity of 496 (�
32.9) and a mean frequency of 15 (�14.2) while arti-
fact trials had a mean familiarity of 503 (�47.1) and a
mean frequency of 16 (�10.2). The items in the letter
task were matched on letter length with those in the
semantic task. In both conditions, stimuli ranged from
3–9 letters in length with a mean (�S.D.) of 5.4
(�0.9) letters.

4.1.3. Procedure
The subjects participated in two 9 min sessions where

stimuli were presented in 30 s blocks. As in the previous

experiment, there were three conditions: two semantic
conditions (natural kinds and artifacts) and one base-
line condition (letter categorization). This permitted
eight trials (at 3750 ms each) per block rather than 12,
as in the PET experiment.

During each imaging session 180 images were col-
lected. An additional four dummy volumes were col-
lected at the start of each session to allow for T1
equilibrium before the test trials started. It is worth
noting that the trial duration (3.75 s) was not an integer
multiple of the TR (3 s) and consequently the data were
acquired at four different points within the peri-stimu-
lus time, decreasing the potential contribution of arti-
factual biases in the signal estimation (cf. [60]).

All scans were carried out using the Varian-Siemens
3 Tesla MRI scanner at the Centre for Functional
Magnetic Resonance Imaging of the Brain (FMRIB) in
Oxford. A Magnex head-dedicated gradient insert coil
was used in conjunction with a birdcage head radio-fre-
quency coil tuned to 127.4 MHz. A gradient-echo EPI
sequence was used for image collection (TR 3 s, TE 30
ms, 64×64 resolution, 256×256 mm FOV). Twenty
one slices were employed to cover the brain with 6 mm
slice thickness and in-plane resolution of 4 mm. Be-
cause of the high field strength of the magnet (3T), a
manual shim was set up for each subject using eight
terms (three linear and five quadratic) to reduce mag-
netic field inhomogeneities and a TE of 30 ms was used
to jointly optimize BOLD contrast-to-noise and image
signal-to-noise while minimizing intra-voxel de-phasing.

Functional images were processed as for PET. Im-
ages were realigned with translation and rotation cor-
rections less than 3 mm and 2°, respectively. The
images were then normalised to the EPI template trans-
forming them onto the MNI mean brain. Finally, each
image was smoothed with a 6 mm FWHM Gaussian
filter.

Technical difficulties resulted in the loss of the behav-
ioral data from three (out of sixteen) scanning sessions.
Consequently the functional images for these sessions
were not included in any of the analyses because we
could not verify that the task was being adequately
performed. The functional imaging data from 13 ses-
sions (a total of 2340 scans) were analyzed using a
within-subject analysis. The data were temporally
smoothed and the estimated response was modeled
using a box-car function convolved with a canonical
HRF [80]. Temporal derivatives were also included to
better model regional timing deviations from the canon-
ical HRF.

4.2. Results and discussion

4.2.1. Beha�ioral data
Subjects performed the task comparably to those

who participated in the previous experiment. Their
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Table 10
Experiment 3: The results of the fMRI semantic categorisation experiment showing areas commonly activated by natural kinds and artifactsa

y z SPM{t} ExtentDescription n/Nx

Acti�ations significant at a corrected le�el

Temporal lobes
−58L. superior temporal sulcus −38 −2 5.81 166 5/13
−64 −44 −2 4.28

Frontal lobes
30L. inferior frontal gyrus −8−46 11.86 3023 9/13
36 4−48 11.26
24 24 10.17−48
40R. inferior frontal gyrus 1248 9.71 901 8/13
46 −8 6.9848

46 30 28 5.23
34R. inferior frontal gyrus 22 −8 6.12 239 7/13

40 40 11.22−2 2000L. medial superior frontal gyrus 9/13
18−6 50 10.19
26 46 9.20−4
26 46 4.95 30L. superior frontal gyrus 5/13−20
40 26 5.61 6−44 4/13L. middle frontal gyrus

Parietal lobes
−38L. T-O-P junction −62 40 8.07 703 9/13

−74 40 6.68−44
−62 24 5.01−46
−62 40 5.43 11138 4/13R. T-O-P junction

Other areas
−56 22 6.79 119 5/13L. precuneus −6
−82 −28 7.82−6 767Bilateral cerebellum 6/13

8 −82 −28 7.58
6 −78 −20 5.14

−44 −32 5.68−36 396L. cerebellum 4/13
−50 −24−38 5.54
−66 −20 4.64−52

−4L. thalamus −22 8 6.49 461 6/13
−18 −6 14 4.78

a The extents are shown for a height threshold of P�0.0001. All activations were reliable at the voxel level (T�4.5). Activations are reported
as in previous tables except that ‘n ’ refers to the number of sessions (rather than subjects) which showed activation at P�0.01 (uncorrected) to
reflect the greater sensitivity of the fMRI data.

mean (�SD) reaction time and error rate in the se-
mantic categorization task were 803 (�165.4) ms and 8
(�14.3)%, respectively. In the letter categorization task
the mean RT and error rate were 678 (�71.0) ms and
1 (�3.6)%, respectively. Thus, as in the PET experi-
ment, the participants were reliably faster in the letter
task relative to the semantic task (F2(1, 286)=120.3,
P�0.0001) and they made few errors. An analysis of
the two semantic conditions revealed no reliable differ-
ences between domains (796�165.4 vs. 811�162.7 ms,
F2(1, 190)=0.9, ns) and the error rates for the two
conditions were essentially identical (8�13.9 vs. 8�
14.8%). These results indicate that the subjects were
performing the task adequately and comparably to the
subjects in Experiment 2.

4.2.2. Imaging data.

4.2.2.1. Common semantic acti�ations. The analysis of
common semantic activations was computed as in the
previous experiment. Namely, a main effect of semantic
categorisation relative to letter categorisation (i.e.
[N]atural [K]inds+ [Art]ifacts− [B]aseline) was
calculated and masked with the individual contrasts
(NK-B, Art-B). The results are displayed in Fig. 1d and
shown in Table 10. After correcting for multiple
comparisons, there were reliable activations bilaterally
in the inferior frontal gyri, the medial surface of the
superior frontal gyri, the temporal-parietal-occipital
(TOP) junction, and the posterior-medial aspects of the
cerebellum. In addition, there was reliable left hemi-
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Table 11
Experiment 3: The results of the domain specific analysesa

ExtentSPM{t}z n/NDescription x y

Acti�ations at uncorrected le�el of significance
Natural kinds relative to man-made items

1/134.11 56L. precuneus −2 −58 32
−102 −10 1/133.24L. lingual gyrus 3−12

Man-made items relative to natural kinds
−14 3.59 14L. hippocampus −28 3/13−20

1/133.37 12R. anterior cingulate 16 18 28

a The table shows areas of activation for natural kinds relative to artifacts and vice-versa. All activations were present at the uncorrected
P�0.001 level and none reached statistical significance (T�4.5, extent �70). Activations are reported as in the previous table.

sphere activation in the posterior superior temporal
sulcus, the middle frontal gyrus, the superior frontal
gyrus, the precuneus, and the thalamus. There were no
other activations at a reliable level in the right
hemisphere.

The areas that were absent in the fMRI relative to
the PET maps were the temporal poles and the lateral
posterior and inferior aspects of the temporal lobes.
These two areas, however, have been shown to suffer
from susceptibility-induced BOLD signal loss caused by
sharp changes in local field gradients adjacent to air-tis-
sue interfaces at the sinuses [40]. In a series of analyses
of our fMRI data, we found a marked reduction in
BOLD signal in the regions of the temporal lobes that
were active in the PET experiments but not in the fMRI
experiment (see [18] for details). Thus these temporal
lobe activation differences were most likely due to the
current technical limitations of fMRI, and not to task
differences, which were kept to a minimum. In an
attempt to enhance the sensitivity of the analysis in
these areas, we used an a priori defined ROI based on
the results of our second PET experiment (see [18], for
more details)7. Using [82] small volume correction cal-
culation, we determined the corrected t-threshold for
this volume to be t�3.15. We then masked the
SPM{t} map from the fMRI data with the ROI and
looked for voxels with SPM{t} values greater than
3.15. The result was a single region of reliable activa-
tion in the left anterior fusiform of 7 voxels with a peak
at (−30 −34 −26) and an SPM{t} value (at the
peak) of 4.12. There was no significant activation in the
left anterio-medial temporal cortex. Thus, using the
small volume correction was sufficient to overcome
some, but not all, of the signal reduction in the tempo-
ral lobe.

4.2.2.2. Domain-specific acti�ations. Domain differences

were identified by contrasting the natural kinds and
artifacts conditions and masking the contrast with
natural kinds relative to baseline (or vice versa). The
results are shown in Table 11. As in Experiments 1 and
2, there were no reliable differences between natural
kinds and artifacts at a corrected statistical level; the
only differences were at an uncorrected threshold
(P�0.001). Relative to artifacts, natural kinds induced
small regions of activation in the left precuneus and
the left lingual gyrus. The Artifacts—Natural Kinds
contrast demonstrated activity in the left hippocampus
and the right anterior cingulate. None of these findings
were consistent with either the existing literature nor
the previous two experiments. Although other studies
have reported left lingual gyrus activation for natural
kinds relative to artifacts [44,56], these were more
anterior and superior than the activation we observed.
Interestingly, the left pre-cuneus (activated by natural
kinds in this experiment) was observed to be more
active for artifacts in [57]. As both of these areas are
visual processing regions, this inconsistency may reflect
specific differences in the visual characteristics of the
stimuli rather than semantic differences between
concepts.

In the previous experiment there was an activation
for artifacts in the left posterior middle temporal gyrus
which was consistent with many other studies in the
literature. The activation, however, consisted of only
one voxel at an uncorrected significance level of
P�0.001. This may have been a result of the artifact
condition containing both tools and other man-made
objects given that this region is most often observed
for tools. To test this, we re-examined our fMRI data
with an event-related analysis to specifically look for
effects only from tools. Each stimulus was defined as
an event and classified into one of four conditions:
tools, other artifacts, natural kinds, or baseline. Tools
were defined as manipulable objects (e.g. hammer,
rope, spade, fork: [44]) To further enhance the
sensitivity of the analysis, we defined an anatomical
region-of-interest based on those studies that have

7 Note that the results presented here differ slightly from those
reported in [18]. This is due to the fact that here we reported a
standard fixed-effect fMRI analysis whereas the previous study used
a simplified analysis to make the comparison of the PET and fMRI
data more similar.
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previously reported activity for tools in the left posterior
middle temporal gyrus (see Table 1). To be precise, we
calculated the mean co-ordinates for the peak tool-activ-
ity (x= −50, y= −56, z= −2) and defined a sphere
with a diameter of 10 mm around this peak as our ROI.
Interestingly we did observe activation for tools relative
to natural kinds and other man-made objects within the
ROI (x= −50, y= −56, z=8, SPM{t}=2.53) but this
did not reach a corrected significance level (p(cor-
rected)=0.14). Although this finding is consistent with
both the previous experiment and a majority of the
literature, it is worth noting that this is a very small effect
and was not reliable even within a highly restricted search
space.

Finally, we assessed the statistical power of this
experiment as described earlier. First, for the semantics
versus baseline contrast there was an estimated mixing
ratio (�) of 0.092 and an effect size (�) of 4.8. Thus the
mixing ratio and the effect size were larger than in
Experiments 1 and 2. Based on the observed mean effect
size and an uncorrected P�0.001 �-threshold, the power
(1−�) was calculated as 97%. The same analysis was
repeated for the contrast between natural kinds and
artifacts and once again the algorithm failed to find a
mixture of Gaussians that fit the histogram suggesting no
difference between the two domains.

4.2.3. Summary of results
The three experiments produced consistent results in

that each identified a network of brain regions commonly
activated in tasks requiring semantic processing. In the
two PET experiments this included regions in the left
inferior frontal lobe, left posterior temporal cortex, and
the anterior temporal poles bilaterally. In the fMRI
experiment, the same inferior frontal and posterior
temporal regions were active whereas the anterior tempo-
ral poles were missing due to a loss of BOLD signal.
Additional areas identified by the fMRI experiment
included bilateral activations in the medial superior
frontal gyri, in the TOP junction, and in the medial
cerebellum. There were also left hemisphere activations
in the middle temporal, the middle frontal, and superior
frontal gyri, the precuneus, and the thalamus. In contrast
to the robust findings for semantic representation/pro-
cessing, there was no consistent evidence for specialisa-
tion for natural kinds or artifacts, or for any specific
category in these domains.

5. General discussion

We have presented data from three functional neu-
roimaging experiments investigating the neural basis for
category specific semantic deficits. The data reliably
identified a distributed neural system involved in seman-
tic processing in tasks such as lexical decision and

categorisation, but activation was common to both
natural kinds and artifacts. We found no evidence of
functional segregation at the level of semantic domain or
category which was consistent over experiments. On the
other hand, like previous studies we found activation in
the left anterio-medial temporal pole which was specific
to animals and activation in the left posterior middle
temporal gyrus which was specific to tools, although only
in a subset of experiments and at a lowered statistical
threshold. These results are relevant to both methodolog-
ical and theoretical issues.

5.1. Methodical issues

The findings of our current experiments may seem, at
first, to be at odds with reports of domain and/or
category specific activations in earlier studies. However,
as outlined in the introduction, there are a number of
reasons why it is important to interpret the earlier results
with some caution. First, as the data in this paper
demonstrate, adopting a statistical threshold without
correcting for multiple comparisons can generate many
false positives, which will differ in location across exper-
iments. In PET studies, small effect sizes and small
quantities of data may make such liberal statistical
thresholds necessary to maintain an acceptable level of
sensitivity [4]. The cost, however, is the intrusion of false
positives, which make it difficult to determine whether
domain or category-specific effects in imaging experi-
ments are genuine. Only those effects that replicate across
studies are likely to be robust findings. fMRI offers a
potential solution to this problem in that it provides
roughly an order of magnitude more data per subject and
thus correspondingly greater sensitivity—even at a cor-
rected statistical threshold. On the other hand, the loss
of BOLD signal due to macroscopic magnetic suscepti-
bility artefacts is prominent in areas of the temporal lobes
which often contribute to category-specific semantic
impairments. Specifically, most patients with a category-
specific semantic impairment for natural kinds have
bilateral damage to anterior and medial temporal lobe
structures subsequent to herpes simplex encephalitis
[29,30]. This area, however, has been shown to demon-
strate profound signal loss in fMRI and thus can not be
investigated in typical gradient echo EPI whole brain
imaging.

Second, as also discussed in the introduction, stimuli
which have not been controlled along dimensions such
as familiarity, frequency, and visual complexity may also
contribute to the variable findings in the literature. These
so-called ‘‘nuisance variables’’ can have a large impact
on category-specific effects. For instance, Funnell and
Sheridan [27] showed that JBR’s natural kinds deficit was
greatly exaggerated when the testing stimuli were not
controlled for familiarity (but note that the effect did not
disappear entirely, and see Ref. [8] for further evidence
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that JBR’s category-specific deficit is a genuine one).
Similarly, Gaffan and Heywood [28] demonstrated a
spurious impairment for natural kinds in monkeys based
solely on visual complexity. Several neuroimaging studies
have also shown that visual complexity can account for
category-specific differences in humans [32,34,47]. By
carefully matching the stimuli in our current studies and
demonstrating identical reaction time responses across
categories, this work adds weight to the conclusion that
category-specific brain activations may not exist when
confounding stimuli variables are controlled for.

5.2. Theoretical issues

The results of this study also speak to the theoretical
issue of semantic organisation at an anatomical level.
Previous studies [51,75] have shown that semantic pro-
cessing tasks with either pictures or written words
activate a network of regions in the left inferior frontal
lobe, the left anterior temporal lobe, the left middle and
inferior temporal gyri, the left TOP junction, and the
right cerebellum. In a similar study using verbally pre-
sented words, Binder et al. [5] demonstrated a similar
network of active regions which further included activa-
tion on the medial surface of the left superior frontal
gyrus. Although the functional roles of these areas have
not been fully elucidated as yet, these regions are
consistently implicated in semantic processing. Each of
the experiments presented here activated a subset of these
regions (see Table 12). The differences between experi-
ments were presumably due to both tasks differences
between lexical decision and semantic categorisation and
imaging modality differences between PET and fMRI.

In addition, each experiment identified differences
between natural kinds and man-made items, although
these differences were neither robust across studies nor
statistically reliable. Even so, two findings were consis-
tent with the existing category specificity literature.
Mummery et al. [50] reported anterior temporal lobe
activation when subjects generated examples of natural
kinds relative to man-made objects and Moore and Price
[47] replicated this finding in picture naming and word-
picture matching tasks—although not when coloured
pictures were used. The same region was present in our
lexical decision task for animals relative to all other

categories, although not in the semantic categorisation
task. Similarly, the left posterior middle temporal region
activated by tools relative to natural kinds has been
shown in many imaging studies [9,12,16,44,47,50,51,57],
including the two categorisation experiments reported
here (although only at an uncorrected level of signifi-
cance). These findings, then, could be interpreted as
evidence—albeit weak—for a double dissociation of
category. Certainly they are consistent with the fact that
most patients with category specific impairments for
natural kinds have lesions to their anterior temporal
lobes subsequent to herpes simplex encephalitis [29]
although there are exceptions (e.g. [38]).

There are, however, a number of problems with this
account. Patients with the opposite impairment, namely
a preferential impairment for man-made items, typically
have left fronto-parietal lesions which do not include the
posterior middle temporal region. Thus these patients are
difficult to interpret in terms of the activation patterns
observed in this study. In addition, it is not clear why
these results were only present in a subset of experiments.
Why were tools only weakly activated in our studies and
why did they not activate the posterior middle temporal
cortex in the lexical decision experiment? And why did
the categorisation experiments—which presumably
placed greater semantic demands than lexical decision—
fail to find activation in the anterior temporal poles for
natural kinds? These difficulties, coupled with the fact
that the imaging evidence they are based on is neither
consistent nor statistically reliable, lead us to favour an
alternate explanation. Instead, we suggest these data may
be most consistent with the claim that semantic memory
is a unified but anatomically distributed system, in which
there is no neural specificity as a function of category/do-
main of concept or type of semantic property [19,71].

5.3. Category-specific deficits re�isited

If the brain is not organised according to semantic
domain or feature type, then what is the genesis of
category-specific semantic deficits? Such deficits have
been reliably documented for many cases, even when
potentially confounding variables such as familiarity and
visual complexity are ruled out. As discussed in the
introduction, one class of cognitive account in the

Table 12
A summary of the common semantic regions identified in the three experiments

Semantic categorisation (PET)Lexical decision (PET) Semantic categorisation (fMRI)Region

L. inferior frontal cortex ×× ×
× ×L. medial superior frontal gyrus

×Anterior temporal poles ×
× × ×L. middle/inferior temporal gyri

××R. cerebellum
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literature explicitly claims that the existence of cate-
gory-specific behavioural deficits does not necessarily
arise from category organisation at the neural level.
The ‘‘conceptual structure account’’ [19,71] claims
that concepts are represented as patterns of activation
over many ‘‘nodes’’ in a distributed connectionist
learning system. Similar concepts are represented by
overlapping patterns of activation, but there is no a
priori distinction at either the functional or neural
level, between different semantic categories or do-
mains. There are two main ways in which category/
domain effects can arise as the result of widespread
damage to this kind of system. First, although the
patterns of activation for concepts are highly dis-
tributed, the overlap among similar concepts may
lead to clusters in semantic space, such that a group
of related concepts may all suffer disproportionately
if damage happens to affect a certain combination of
nodes or connections among them (cf. [10]). Second,
we have argued that the structure of concepts differs
systematically across categories and domains, and
that this leads to different outcomes when the system
is damaged. For example, natural kinds have many
properties that are true of all or most members of the
category, and these occur frequently together (e.g.
�has legs�, �has eyes�, �can walk�, �can see�). The
strong correlations among these features mean that
they can support each other with mutual activation
and are relatively robust to loss of individual nodes
or connections. The distincti�e properties of natural
kinds, on the other hand, are more weakly correlated
and so more vulnerable to damage. This leads to the
frequently observed pattern of category-specific deficit
for natural kinds in which patients know the broad
category to which an item belongs (e.g. it is an ani-
mal) and can generate shared information (it’s got
legs, it breathes) but are unable to identify the dis-
tinctive properties that identify it as a specific animal
within the category (does it have spots or stripes, a
mane or a trunk?: [49]). Man-made objects—and this
applies most clearly to the category of tools—have
fewer shared properties, but tend to have strong
form-function correlations among their more distinc-
tive properties (�used for cutting�-�has a sharp edge�/
�used for raking�–�has long tines�) that make them
relatively robust. This predicts a pattern in which
knowledge of specific artifacts is well-preserved, until
the overall damage to the semantic system is very
severe, at which point all that remains intact are the
sets of shared intercorrelated properties of natural
kinds. Such patients will have very low scores on all
semantic tasks, but have some preserved knowledge
of natural kinds, hence revealing the reverse pattern
of a category-specific deficit for artifacts [48]. It is
worth noting at this point, that the conceptual struc-
ture account predicts that differences between do-

mains and categories of knowledge will be relative
rather than all-or-none, and this is consistent with the
vast majority of patients reported in the literature. To
recap, the conceptual structure account claims that
conceptual knowledge is represented in a distributed
system. The overlap of similar concepts and the dif-
ferent correlational structure of information within
domains of knowledge interacts with damage to the
system in such a way that category-specific deficits
can emerge. The exact pattern of performance for pa-
tients will vary as a function of the kinds of semantic
property tested (distinctive or shared, correlated or
not correlated) as well as the task (does the task
require identification of specific items or is shared cat-
egory information sufficient).

The conceptual structure account is a theory about
the functional organisation of the conceptual system.
It is concerned with the microstructure of concepts
and the relations among them. Nevertheless, it does
have testable implications for the neural substrate of
conceptual knowledge; i.e. that there will be no segre-
gation of different brain areas according to category
of concept or type of semantic feature. This predic-
tion clearly differentiates the conceptual structure ac-
count from other current theories of category-specific
deficits which imply regional specialisation as a func-
tion of either category of concept [11] or type of
semantic property [79]. The conceptual structure ac-
count implies that the representational substrate for
all domains of conceptual knowledge is distributed in
a single semantic system (although in this paper we
have only tested living and non-living objects, the ac-
count applies to other domains, such as abstract
nouns, verbs and adjectives—[70]. The three experi-
ments reported here support this view, reliably
demonstrating common areas of widespread temporal
activation for both natural and man-made items in
two different tasks.

In conclusion, the data presented here suggest that
that conceptual knowledge is represented in a unitary,
distributed system and argue that a distributed neural
system undifferentiated by categories of knowledge
underlies semantic processing. This claim is compat-
ible with the existing neuroimaging literature which
has found little evidence of consistent specialisation
for either natural kinds or artifacts. Clearly future
neuroimaging studies will play an important role in
resolving these questions but for this to happen cer-
tain methodological issues need to be taken into ac-
count. These include controlling the stimuli for
so-called ‘‘nuisance variables’’ and designing experi-
ments to maximise sensitivity while minimising false
positives. In PET studies, this may involve scanning
many more subjects than is typically done, while in
fMRI it will most likely involve new data acquisition
techniques which increase the signal from regions of
macroscopic susceptibility.
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